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Introduction

Abstract

In experiential learning involving real-world activities, such as fieldwork and pre-
service training, transferring knowledge into practice is essential. While reflection is
a critical component of this process, it is challenging to review how previously
learned knowledge has been utilized. To address this issue, this study connected
student descriptions of real-world activities with relevant course contents using
information retrieval techniques and large language models (LLMs). The validity of
linking was evaluated for one approach without LLM and three approaches that
employ LLMs differently. These approaches were applied to a dataset collected
from a university course in Japan. There were conditions for the inclusion or
exclusion of supplemental information. The results indicated the supremacy of LLM-
featured approaches without supplemental information. However, we found that
these performances have not yet been stable. The findings and discussions shed
light on the potential of the LLM-featured retrieval approaches for data-enhanced
reflection across in-class knowledge acquisition and real-world knowledge
applications.

Keywords: Experiential learning, Reflection, Natural language processing, Large
language models, Information retrieval

In higher education, students are expected to apply knowledge acquired through

coursework to real-world situations. Educators facilitate this transition through various

programs, such as fieldwork, internships, and pre-service training. These approaches often

incorporate classroom activities, for example, preparatory lectures and reflective activities
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(Lee et al., 2020). This aligns with the experiential learning cycle (Gibbs, 1988; Kolb,
1984), a pedagogical framework that values conceptualization through reflection along
with hands-on experiences.

In practice, however, transitioning from real-world activities to reflection poses
challenges. Students often struggle to identify the relevance between what they have been
taught in class and their field experiences (Boud et al., 1985), despite the importance of
reflective practice in bridging theoretical learning and its application beyond the classroom
(Harvey et al., 2016). This cannot be overlooked because such sense-making processes are
positively associated with better learning outcomes, including critical thinking and attitude
toward further learning (Laird et al., 2014). Also, educators face difficulties in accessing
students’ thoughts (Boud et al., 1985). They need student outputs, such as reflective
writings, to facilitate and evaluate the learning process in experiential learning programs.
Nevertheless, manually reviewing these outputs becomes challenging, particularly when
dealing with numerous detailed descriptions. The significance of real-world activities will
be limited if the issues remain.

Data-enhanced approaches, especially natural language processing (NLP) techniques,
can address these challenges. For example, topic modeling can identify key themes within
student journals (Chen et al., 2016). Co-occurrence network analysis enables the extraction
of keywords and their associations from reflective writings (Lebowitz et al., 2020; Shikama
et al., 2021). Recent studies have employed large language models (LLMs) to assess the
quality of reflective writings (Masikisiki et al., 2023; Nehyba & Stefanik, 2023; Zhang et
al., 2024). Despite these advancements, limited research has explored how previously
learned knowledge was reflected in the outcomes of experiential learning activities.

To address this gap, it is necessary to match relevant previous course contents with
student descriptions. This can be framed as an information retrieval task: taking student
descriptions as a query and searching for relevant course contents. Information retrieval is
a fundamental research area that has contributed to Internet browsing, question-answering
systems, digital libraries (Hambarde & Proenca, 2023), and educational technologies such
as book or material recommendation systems (Nuipian & Chuaykhun, 2023; Takii,
Flanagan, et al., 2024). This study area is becoming increasingly active with the rise of
LLMs (Zhu et al., 2023). However, few studies have applied information retrieval
techniques and LLMs to connect student descriptions with external information.

This study aims to evaluate the applicability of information retrieval techniques involving
LLMs in identifying students’ mentions of previous course contents in their outcomes of
real-world activities. For that, we formulated the following research questions:

RQ1: To what extent can information retrieval techniques involving LLMs correctly

identify course contents relevant to student descriptions?
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RQ?2: Can the inclusion of supplemental information enhance the validity of information

retrieval results?

Literature review

Learning through classroom and real-world activities

Knowledge and meaning are constructed by assimilating new experiences and reforming
existing understanding (Bada, 2015). The real-world situations serve as a learning
environment in terms of forging students’ knowledge and skills for future applications
through practical experiences (Jamil et al., 2021).

The pedagogical framework called experiential learning cycle supports educators in
integrating real-world activities into their learning designs. This cycle comprises abstract
conceptualization, active experimentation, concrete experience, and reflective observation
(Gibbs, 1988; Kolb, 1984). It implies the importance of prior learning and post-activities
to maximize takeaways from real-world activities. Thus, educators often include pre- and
post-classroom activities in their learning designs. For example, fieldwork (Jemec Aufli¢
et al., 2019), internships (Lambert Snodgrass et al., 2023), and pre-service training (Lin,
2021).

Relating previous course contents to real-world experiences

Conventional approaches

Despite the pedagogical foundation, integrating classroom learning with real-world
activities remains challenging. It can be difficult to relate “what was learned in class” to
“how it was applied to real-world activities.” Conventionally, educators encourage students
to document their experiences and thoughts. For instance, worksheets provide a clear
structure for knowledge gain in students’ autonomous activities (Basten et al., 2014). Also,
portfolios facilitate students’ self-reflection and can work as an assessment tool for field
experiences (Prince, 2004). Reflective writing helps students achieve deeper insights by
re-examining their basic assumptions (Asselin, 2011; Boud et al., 1985). Such sense-
making process enhances understanding of experiences and fosters an attitude of
continuous update of knowledge and skills (Fernandez et al., 2015). However, it is difficult
to manually review such outcomes by considering their relevance to previously learned
topics.

Computational approaches, specifically NLP techniques, can automatically extract
insights from numerous texts. For example, topic modeling can be used to clarify the main
themes within text data. It has been employed to evaluate pre-service teachers’ journals

(Chen et al., 2016). Co-occurrence network analysis can depict notable associations of
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frequently appearing words. Prior studies explored medical students’ key perceptions of
pre-service training in their reflective writings (Lebowitz et al., 2020; Shikama et al., 2021).
Also, machine learning classification has been used to assess the content of student teachers’
reflective writings and essays (Nehyba & Stefanik, 2023; Ullmann, 2019). However, these
studies did not link external information beyond student descriptions.

Some computational approaches have attempted to relate classroom learning to real-
world activities. A study on language learning drew links between in-class vocabulary
learning logs, stored in an e-book system, and the logs on a mobile device for out-of-class
vocabulary practice (Mouri et al., 2018). These links occurred when the same words were
recorded in both in-class and out-of-class settings. However, word-matching can overlook
different word expressions. Another study addressed this issue by grouping similar
important words into key phrases. Key phrases from student descriptions and a dataset of
course contents were converted into vectors. Subsequently, the cosine similarity between
two vectors was calculated. Relevant course contents emerged based on the ranking of
aggregated similarity scores (Ishihara et al., 2024). Although the study merely
demonstrated linking without evaluation, the method was similar to information retrieval
techniques, such as news article searching (Sarwar et al., 2022).

Potential of information retrieval and LLMs

Our interest can be reframed as a task of information retrieval: “taking student descriptions
as a query, searching for potentially relevant course contents, and outputting the most
relevant search results.” Information retrieval is a fundamental study area that has
contributed to Internet browsing, question-answering systems, digital libraries, and so forth
(Hambarde & Proencga, 2023). In this domain, word embedding, an NLP technique that
converts words into vectors, has become popular. In particular, pre-trained embedding
models represent words with similar meanings as vectors with high similarity (Asudani et
al., 2023). This nature is widely used to find semantically similar search targets by
measuring vector similarity.

Along with the thriving embedding-based retrieval, LLMs have attracted the attention of
researchers to handle complex natural languages. LLMs can overcome vocabulary gaps
and guess user intents from dialogue-like inputs (Zhai, 2024). Notably, model fine-tuning
is not mandatory to answer a wide range of queries. That allows users and developers to
avoid retraining the models with additional sets of sample queries and responses. Instead
of fine-tuning, a modern approach called Retrieval-Augment Generation (RAG) helps
LLMs answer complex and knowledge-intensive search tasks by fetching additional
information from external sources (Gao et al., 2023). In education, RAG is often used for
question-answering systems. For instance, an LLM-based chatbot called Q-Module-Bot

adopts RAG to automatically answer inquiries from online course takers by referring to
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relevant course content (Allen et al., 2024). Similarly, a question-answering system
dedicated to dental education called DentQA uses RAG to generate answers by fetching
relevant information from credible materials (Prakash & Prakash, 2024). Furthermore,
LLMs can function as search agents responsible for the entire process of information
retrieval (Zhu et al., 2023). Several question-answering systems simply rely on an LLM’s
pre-trained knowledge without any supplementary input and fine-tuning. Even so, previous
studies reported that medical advice generated by their systems showed comparable
accuracy to human experts in certain knowledge domains (Jo et al., 2024; Taylor et al.,
2024).

However, scarce studies have addressed the applicability of information retrieval
techniques and LLMs for identifying previously learned course contents from student
descriptions of real-world activities. In contrast to the queries in previous studies, our
queries, writings about real-world activities, may include more irrelevant information such
as addresses of visited places. Also, course-related knowledge can be mentioned as
additional thoughts along with the main topics. It is worth examining to what extent recent
information retrieval techniques can handle such queries. Thus, we aim to assess the
potential of information retrieval techniques for supporting reflection in the experiential
learning cycle, as described in Figure 1.

Fig. 1
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Method

Data collection

To apply information retrieval techniques, we collected data from a university course in
Japan, conducted during the fall semester of 2023. The course subject was human interface.
This weekly course comprised 12 classes, and 41 undergraduate students attended. The
classes were held in person for lectures and student presentations, with five teachers taking
turns to lead. The teachers used Moodle, an online learning management system, to share
lecture materials and receive assignments online. The main language was Japanese.

From the first to the fourth lectures, there were weekly assignments that required a real-
world activity. Each week, students learned new course contents on human interface,
accompanied by a lecture material dedicated to that week. Following each lecture, they
tackled a writing assignment that required them to find and analyze interfaces in life space
based on the course contents of the week. The past lecture materials were accessible on
Moodle at any time. Students submitted their weekly assignments before the next class to
share their findings in the class. In this study, this sequence of activities across classroom
and real-world settings is referred to as “the There and Back Again process.” The course
included four iterations of the There and Back Again process from the first to the fifth week.

With the consent of the teacher responsible for the second to the fifth week, we obtained
the dataset from the There and Back Again process for the second and the third weeks. The
dataset included lecture materials (comprising page titles and body texts), student
descriptions in the assignments, and true labels assigned by the teacher to each assignment
page. Details of the dataset are described in subsequent sections. Figure 2 shows an
overview of the data collection, and Table 1 summarizes the dataset.
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Dataset of course contents and supplemental information

We collected course contents from the lecture materials in Weeks 2 and 3, created by the

teacher based on a reference book and shared as portable document format (PDF) files. We

selected the pages introducing key topics on human interface. The pages related to class
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instructions, example cases, and lecture summaries were excluded. The titles of the selected
pages were regarded as course contents, as they were supposed to represent the main ideas
of each page. Eventually, 13 and 18 course contents were gathered for Weeks 2 and 3,
respectively (Appendix 1). In addition, we collected the body texts corresponding to these
page titles. They were regarded as supplemental information providing the details of each

page.

Dataset of student descriptions

For student descriptions of the real-world activities, we collected PDF files of writing
assignments submitted by 17 students consented to the use of their data. Most descriptions
were written in Japanese, with occasional English terms and several images of human
interfaces. From the PDF files, we extracted texts and page numbers using the Python
library PDFMinerLoader through the LangChain framework. After normalizing the texts,
we manually removed personal information such as student identifications, names, and
affiliations. We also eliminated irrelevant texts transcribed from the images. The total,
mean, and standard deviation of pages in Assignment 2 were 22 pages, 1.29 pages, and
0.59 pages, respectively. For Assignment 3, these values were 24 pages, 1.41 pages, and
0.71 pages, respectively.

Dataset of true labels

To evaluate the information retrieval approaches, we asked a teacher to assign true labels
to the assignment pages. The teacher led the classes from Week 2 to 5, including creating
the lecture materials and designing the There and Back Again process. We obtained the
true labels solely from the teacher instead of involving other annotators. This is because
the labeling required to have highly specific contexts of the course and subject knowledge.

We provided the teacher with instructions on labeling and spreadsheets. According to the
instructions, the teacher assigned up to three labels of relevant course contents for each
page of Assignments 2 and 3 on the spreadsheets. The spreadsheets contained the page-by-
page text of preprocessed student descriptions. There were also columns for pseudo-student
numbers, indices of PDF files, week numbers, and page numbers. The teacher selected up
to three labels using the drop-down lists. For Assignment 2, the drop-down lists suggested
only the course contents from Week 2. For Assignment 3, only the course contents from
Week 3 appeared. In case of no relevant course contents on a page, the teacher could select
“-” to indicate not applicable (N/A). The original PDF files of the assignments and lecture
materials were available for reference. As a result, we collected 66 and 72 labels for
Assignments 2 and 3, respectively, including the N/A labels.

Information retrieval approaches
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For RQ1, we employed three types of LLM-featured approaches: RAG, Query Rewriting
RAG, and LLM Agent. Also, we set up one approach named Embedding that solely relies
on a pre-trained embedding model without LLM. The details are explained in the following
sections. Each approach takes student descriptions per assignment page as a query and
returns up to three labels of course content or an N/A label. For the queries from
Assignment 2, relevant course contents in Week 2 were returned. For those from
Assignment 3, relevant course contents in Week 3 were returned.

These approaches were defined by following the two-stage model of information retrieval
that consists of the retrieval and ranking stages. The retrieval stage broadly fetches
candidate results, and the ranking stage filters them for the final outputs (Hambarde &
Proenga, 2023). In addition, part or the entire stages in the LLM-featured approaches are
enhanced by LLMs as rewriter, retriever, reranker, reader, or search agent (Zhu et al., 2023).
A rewriter LLM refines the query. A retriever LLM considers the intent of query then
generates document identifiers. A reranker LLM selects final outputs according to certain
conditions in its prompt. A reader LLM formats the final outputs in a favorable way. A
search agent LLM handles the entire retrieval process.

The LLM-featured approaches consistently used the same model called generative pre-
trained transformer 4 omni (GPT-40). This model is equipped with a wide range of domain
knowledge such as mathematical problem-solving (Lin et al., 2024), legal knowledge (Katz
etal., 2023), and medical knowledge (Takagi et al., 2023). It also performed well for open-
ended question-answering tasks in biology, earth science, and physics (Rodrigues et al.,
2024). To obtain consistent outputs, we minimized its parameter of temperature,
randomness of outputs, as zero.

For RQ2 regarding the supplemental information, we ran the approaches under two
conditions: whether the search targets include supplemental information or not. We
considered the body texts of lecture materials as supplemental information. This was
expected to enrich the context of the selected page titles. The retrieval approaches could
more accurately identify relevant course contents by considering the full content of
material pages. Figure 3 and Table 2 show the overview of approaches.
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Fig. 3
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Embedding approach

As a benchmark, this approach identifies relevant course contents through vector search
with no enhancement of LLMs. First, we prepared a vector database using the Python
library langchain_chroma and stored the course contents vectorized by OpenAl’s text-
embedding-3-small model. This pre-trained embedding model can take long text inputs and
convert each input into a vector of 1,536 dimensions. It was also used for vectorizing the
queries. In the retrieval stage, half of the stored course contents were fetched from the
vector database based on high cosine similarity to a query vector. The cosine similarity
represents the semantic similarity between the query and each search target. The range of
cosine similarity is from -1 to 1. A value of 1 denotes that the two vectors have the same
meaning. A value of 0 indicates that the vectors are unrelated. A value of -1 means that the
two vectors have opposite meanings. In the ranking stage, up to three results with high
cosine similarity scores were returned for each query. If the top three course contents
showed low cosine similarity scores less than 0.1, the candidates were omitted. If all
candidates were omitted, an N/A was indicated.

RAG approach

This approach features a reranker LLM in the ranking stage that enables RAG techniques.
RAG is a combination of vector search and a reranker LLM. By retrieving domain-specific
knowledge from an external vector database, the reranker can more accurately select final
outputs in tasks that require local or contextual knowledge. In the retrieval stage of this
approach, as well as the Embedding approach, the cosine similarity between a query and
each course content in the vector database will be measured. The course contents with high
similarities to the query will be passed to the ranking stage. Then, the query and the
retrieved course contents will be inserted in the prompt for GPT-40 (Appendix 2).
According to the prompt, the reranker GPT-40 selects the final outputs, and the reader
GPT-40 formats them as labels of course contents or an N/A label.

Query Rewriting RAG approach

This approach is an extension of the RAG approach above. It involves an additional GPT-
40 module as a rewriter that modifies queries in a retrieval-friendly way. Query rewriting
is a common technique for question-answering systems to improve retrieval performance
by restating ambiguous queries (Vakulenko et al., 2021). In our approach, a rewriter GPT-
40 takes each query and summarizes the analytical part of student descriptions within 100
characters in Japanese. It intends to minimize redundant information in the raw queries.
Using summarized queries, the subsequent vector search could more accurately find
relevant candidate course contents by paying attention to important mentions in student

descriptions.
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LLM Agent approach

The last approach fully relies on LLM modules. GPT-40 serves as a search agent and
carries out the entire process. The rewriter module summarizes queries as well as the Query
Rewriting RAG approach. The summarized queries will be passed to the retrieval stage.
Here, the retriever module receives both a summarized query and a list of course contents
instead of conducting a vector search. In the ranking stage, the reranker module considers
all course contents to determine the final outputs, whereas other approaches consider half
of the candidates. Lastly, the reader module formats the outputs.

Evaluation

For each approach, we evaluated the validity of the information retrieval results, that is, the
performance of relating previous course contents to student descriptions. We calculated
micro precision, micro recall, and micro Fl-score using the Python library sklearn.
Generally, precision indicates the extent to which a classifier does not classify false labels
as true. Recall denotes how well a classifier finds all true labels. The F1-score is a harmonic
mean of the precision and recall scores that indicates the integrated performance. Micro
versions of the precision, recall, and Fl-score can be used to evaluate the overall
performance of several multi-label classifications based on the counts of total true positives,
false positives, and false negatives.

Results

Validity of the approaches

Regarding RQ1, we confirmed that the LLM-featured approaches resulted clearly better
than the Embedding approach. For the linking tasks, identifying relevant course contents
without LLM was not effective. More importantly, we found that the performances of the
approaches differed for Assignments 2 and 3, as shown in Table 3. For Assignment 2,
micro F1-scores, the overall validity indicator, remained under 0.60 in all approaches. The
highest micro F1-score of 0.59 belonged to the LLM Agent approach that had no
supplemental information. As for Assignment 3, the micro F1-scores were above 0.60,
except the results of the Embedding approach. The highest F1-score of 0.78 was observed
in the RAG approach, which had no supplemental information. Our LLM-featured
approaches showed favorable validities for Assignment 3 with 18 search targets. Compared
to that, the results for Assignment 2 with 13 search targets were clearly limited. Intuitively,
a larger number of search targets makes retrieval tasks difficult, yet the results of the LLM-

featured approaches indicated an opposite tendency.
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Table 3

Overall results

Assignment 2 Assignment 3
Supplemental i Mi Mi Mi
Approach ) icro . icro icro . icro
Information precisio Micro F1- precisio Micro F1-
recall recall
n score n score
No 0.25 0.34 0.29 0.02 0.03 0.02
Embedding
Yes 0.22 0.29 0.25 0.05 0.08 0.06
No 0.54 0.50 0.52 0.73 0.83 0.78
RAG
Yes 0.54 0.58 0.56 0.69 0.78 0.73
Query No 0.52 0.45 0.48 0.74 0.80 0.77
Rewriting
RAG Yes 0.53 0.47 0.50 0.69 0.72 0.71
No 0.61 0.58 0.59 0.69 0.55 0.61
LLM Agent
Yes 0.57 0.55 0.56 0.76 0.70 0.73

Itis possible that the features of the approaches affected the validity. The two RAG-based
approaches surpassed the LLM Agent approach for Assignment 3, whereas the agent
performed better than others for Assignment 2. The potential cause is the number of
candidates filtered in the retrieval stage. The RAG-based approaches narrowed down half
of the course contents in the stage. Possibly, these approaches omitted irrelevant search
targets well when relevance could easily be inferred from queries. When the course
contents were subtly mentioned or hard to infer from descriptions, the filtering process may
not work adequately. In such cases, it would be better to take into account all candidates,
as the LLM Agent approach did.

Regarding the use of an LLM as a query rewriter, it might not be impactful for the validity.
The Query Rewriting RAG and the LLM Agent approaches summarized the queries to
focus on the students’ analytical points for each assignment page. However, the results did
not show any notable tendency attributed to the feature. Possibly, relatively short lengths
of descriptions did not need summarization to discern relevant points to the course contents.
Rather than the presence of a rewriter LLM, the main difference was derived from the
retrieval stage, as mentioned above.

The validity could also be influenced by the abstractness of course contents. In fact, the
reranker LLM overly found relevance to specific course contents, according to the
frequency of the outputs and the true labels. For the task of Assignment 2, the course
contents “Mental Model,” “Interaction Design,” and “Affective Computing” were
observed, even though the true labels did not include them (Figure 4). For Assignment 3,
“Gesture Interface” and “WIMP” appeared in the same way (Figure 5). Also, several course
contents were excessively output more than the actual numbers of the true label, such as

“Telepresence” in Assignment 2 and “Brain-Computer Interface” in Assignment 3. It is
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possible that the wording of such course contents has general meanings in LLMs, and that

made the reranker LLM to overly detect relevance from many parts of descriptions.

Fig. 4
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The potential reason for the higher validity in the task for Assignment 3 is that the
wording of course contents was inferable from the descriptions of actual interfaces
compared to Assignment 2. The course contents for Assignment 3 were the genre of human
interface. That might be easier for LLMs to link the genre and described interfaces. On the
other hand, associating the mentions about actual interfaces with the abstract concepts for
Assignment 2, social and emotional factors, seemed to be more difficult. To reduce LLMs’
excessive sensitivity to certain course contents, a dataset of course contents or
supplemental information may need to include articulate information about how the
concepts would be represented as real-world entities and functions.

Influence of supplemental information

Given that the high abstractness of course contents makes LLMs find more erroneous
relevance, that was supposed to be mitigated by supplemental information. For RQ2, we
expected that the body texts in the lecture materials articulate the meanings of course
contents as supplemental information. Nonetheless, we observed that the approaches
without supplemental information yielded the best micro F1-scores for both Assignments
2 and 3.

Interestingly, the use of supplemental information showed positive and negative effects
depending on the approaches and tasks. The micro F1-scores of the two RAG-based
approaches increased for Assignment 2 but decreased for Assignment 3 when these
approaches had supplemental information. Possibly, detailed information of the lecture
facilitated the RAG-based approaches when their search targets contained a humber of
abstract course contents. Such information would offer clues to distinguish relevant course
contents to queries. Contrary, the LLM Agent approach showed a negative impact on
Assignment 2 and a positive impact on Assignment 3. The supplemental information might
be noisy when the agent seeks relevance by considering all course contents that frequently
include abstract concepts. In the case of Assignment 3, the definitions or examples of the
genre of human interface in supplemental information worked as expected, although the
scores did not exhibit the highest validity.

Discussion

Key findings for RQ1

For RQ1 concerning the validity of information retrieval approaches involving LLMs, we
confirmed that the LLM-featured approaches showed much better validity compared to the
embedding-only approach. Nonetheless, their performances are not stable. This resonates
with that the educational use of LLMs for complex classification tasks has not yet been
promising (Yan et al., 2024). The LLM Agent approach performed better than the RAG-
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based approaches for the tasks of relating abstract concepts to the descriptions of actual
interfaces. The RAG-based approaches performed well for the tasks of relating the genre
of human interface to the student descriptions of actual interfaces.

From the results, we recognized the importance of the clarity of course contents as search
targets. Abstract concepts for Assignment 2 possibly increased the difficulty level of
inferring relevant course contents from the descriptions of real-world entities. The
definitions of such concepts may require further clarification, rather than simply being
extracted from lecture materials. Otherwise, abstract wordings can lead LLMs to find
relevance excessively. In this regard, refinement of the course contents is a way to increase
the validity of information retrieval for identifying pieces of knowledge application from

student descriptions of real-world activities.

Key findings for RQ2

The supplemental information in this study did not contribute to the best score for each
task, despite partial positive effects. It was slightly beneficial for the RAG-based
approaches to deal with abstract concepts in the task for Assignment 2. Also, supplemental
information enhanced the LLM Agent approach in the task for Assignment 3. However,
we found that supplemental information can be disruptive. The results of the RAG-based
approaches for Assignment 3 indicated lower scores compared to those without
supplemental information. The deterioration was also observed in the results of the LLM
Agent approach for Assignment 2.

That implies, extracting the body texts from the lecture materials was not enough. In this
study, the amount of extracted body texts varied depending on the page because several
pages introduced concepts with images instead of text. Therefore, the impact differently
appeared. To maximize the benefits of supplemental information, maintaining the quantity
and quality of information should be considered.

Implications for educational practice

To leverage the linking approaches with LLMs in educational practices, at this moment,
educators may need to adjust their materials and instructions. In the context of the human
interface course, it is recommended to prepare a list overviewing the course contents with
an equal quantity of explanations that include definitions of concepts, effects on human
behavior, and example interfaces. Constructing a course content dataset with detailed
information could reduce the excessive sensitivity of LLMs to certain search targets. On
the instruction side, it would be effective to explicitly ask students to develop analyses
focusing on both visible and functional features and how these features affect user

behaviors. That would facilitate the retriever and reranker LLMs to select appropriate
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course contents corresponding to the mentions of specific characteristics of certain
concepts.

Despite the need for improvement, retrieval results could assist reflection by indicating
students’ well-exercised knowledge of course contents. An example scenario is that each
student in a human interface course submits an analysis of actual interfaces via a learning
management system. An information retrieval function behind the system identifies
relevant previous course contents to the input. The query and the search results will be
linked as part of networked data. The network can include identifiers of lecture materials.
That enables a dashboard to suggest frequently mentioned course contents in the analyses
of actual interfaces. On top of that, there will be recommendations of relevant materials
and reflective questions triggering further learning, such as “You seemed to actively refer
to Telepresence in the lecture material for Week 2 and Virtual Reality in the lecture
material for Week 3. Can you state your common interests across these concepts? Can you
find an example around you that represents the common interests?”’

Such feedback could facilitate the sense-making process across the coursework and real-
world activities. That would also stimulate self-monitoring and metacognitive awareness,
which are the factors of self-regulated learning (Schraw, 1998). Further, in light of the fact
that experiential learning is a cyclic process, such tangible suggestions would be the glue
for future experiences. Students will be able to review their pieces of knowledge
applications to form new objectives for upcoming real-world activities. This would
accelerate the cycle of experiential learning that fosters continuous knowledge updating
(Fernandez et al., 2015) and leads to higher learning outcomes (Laird et al., 2014).

Retrieval results could also be beneficial for educators in terms of grasping the class-
wide tendency of knowledge application. Accumulating the related course contents from
students’ linking data can depict what kind of course contents were frequently mentioned
by the students. Such salient course contents can be regarded as common interests among
students and are expected to be stimulating topics of group discussions in subsequent class
activities. The least related course contents are also insightful in terms of directing students’

attention to knowledge that they have not yet exercised.

Implications for research

Our study expands the means for understanding the relationships between students’
knowledge acquisition and applications, particularly in activities involving real-world
settings. Prior studies of mobile and ubiquitous learning have analyzed the out-of-class
experiences, but the discussions are still scarce in terms of learning processes across
different settings and supporting sense-making (Pishtari et al., 2020). The linking
approaches in this study could address the remaining issues and improve learning designs.

Capturing pieces of links over time can represent the temporal tendency of knowledge
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application. It would enrich personalized reflection designs with the links between in-class
and out-of-class learning. Further, exploring the associations between the tendency of
knowledge application and performance scores would accelerate discussions of effective
patterns of knowledge application in experiential learning.

Moreover, the linking approaches can produce the synergy with the studies of learner
models. Learner models aim to provide personalized support tailored to each student’s
learning paths and comprehension levels of learning topics. Researchers have developed
learner models for online learning (Ain et al., 2024) and technology-enhanced classrooms
(Long & Aleven, 2017; Takii, Liang, et al., 2024). Nonetheless, experiential learning
activities have been discussed separately from this domain. The use of LLM-featured
information retrieval could enrich learner models by linking the footprints of knowledge
application in real-world activities. This would enable more precise personalized support
for classroom and online learning settings. Also, considering the importance of consistent
learning scenarios across curricular contexts and out-of-class experiences (Hsu et al., 2016),
the combination of our approach and learner models could enable personalized mobile
learning. Using a mobile device, customized real-world challenges can be proposed based
on individuals’ learning models, which preserve the records of previous classroom and
real-world activities. Developing such initiatives could establish data-enhanced
experiential learning that accelerates the cycle of knowledge acquisition, application, and
conceptualization.

Limitations

Dataset preparation

This study has several limitations. First, the dataset was collected over a limited range. The
subject was focused only on human interface. Also, the descriptions in the assignments
were relatively brief, as the average length was under two pages (Table 1). Longer
descriptions of different subjects are required to confirm the generalizability of this
approach. Second, this study did not maintain the granularity of data on the course contents
and supplemental information. Some page titles and body texts of lecture materials may
have provided irrelevant nuance or scarce context in the information retrieval process.
Future studies should use a well-defined dataset. LLMs could be useful for that purpose.
For instance, automatically structuring the search target dataset as a knowledge graph (Zhu
et al., 2024). Third, the dataset for evaluation was limited to two assignments, and the
labeling was performed on each assignment page. As this study highly relied on one
teacher’s recognition, particularly those who led the There and Back Again process, it was

difficult to obtain a substantial amount of true labels. For more precise evaluation, it would
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be preferable to acquire a greater number of true labels with detailed granularity, such as
paragraph by paragraph or sentence by sentence.

Use of LLMs

The LLM-featured approaches in this study have not yet fully exploited advanced
techniques. To enhance performance, refining the prompt and modifying the configuration
of LLMs would be effective. For example, incorporating a retriever LLM that can conduct
web searches (Liu et al., 2023) can enrich supplemental information. Also, the parameters
of the LLM can be further optimized, not limited to the temperature settings. Furthermore,
advanced techniques such as graph retrieval-augmented generation (Edge et al., 2024) and
the chain of thought method (Wei et al., 2022) may contribute to performance.

In addition, this study did not consider the images included in the assignments and the
lecture materials. In view of recent advancements in LLMs capable of processing both text
and images, visual information can be used for supplemental information (Caffagni et al.,
2024). While the applicability of LLM-featured information retrieval approaches for
relating course contents to descriptions of real-world activities was partially confirmed, its
full potential remains to be explored through further research.

Interpretation of captured links

Even though the retrieval approaches could accurately draw links between course contents
and student descriptions, each link would not indicate the depth of learning. Student outputs
may reflect different levels of knowledge application. According to the revised version of
Bloom’s taxonomy, knowledge-building achievements can be classified as remembering,
understanding, applying, analyzing, evaluating, and creating (Krathwohl, 2002). Although
we briefly discussed the links as a medium of reminder and enhancement of metacognitive
awareness, this study does not cover the interpretation of the links. To address the levels
of understanding of the course contents, as mentioned earlier, it is worth integrating the
idea of learner models.

Conclusion

This study addressed the challenge of reflection in experiential learning, specifically the
difficulty in identifying relevance between descriptions of real-world activities and
previous course contents. Three information retrieval approaches involving LLMs and one
approach without LLM were evaluated through multi-label classification tasks using a
university course dataset. The results indicated that the RAG approach achieved the overall
highest micro F1-score of 0.78. However, the performances of our approaches were
changeable depending on the use of LLMs and tasks. Despite limitations, there are ways

to increase the linking validity. With improvements, the linking approach could contribute
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to understanding and enhancing the process of knowledge acquisition and application

involving real-world activities. It could enable more effective experiential learning by

incorporating data-enhanced reflection and fostering awareness for future experiences.

Appendix 1: Course contents

Week Header . Course content in English
(Lecture Course content (original) I
. ID (reference translation)
topic)
Week 2 2-6 AR 3y - THAY Interaction Design
(Social 2-10 AURLETIV Mental Model
emotional 2-19 V=AU BRSvaY Social Interaction
interaction)  2-20 Y—w)bravBa—TF4Y Social Computing
2-28 FLF7LEUR (Telepresence) Telepresence
2-31 aJL ¥R (Co-presence) Co-presence
2-32 #38 (Coordination) Coordination
2-33 KO E (Awareness) Awareness
2-34 HEMERA VA —T T —R Shareable Interface
2-43 IE—23FIL-A42035932E  Emotional Interaction and UX
UX THA > Design
2-44 Affective Computing Affective Computing
2-50 #A1E (Anthropomorphism) Anthropomorphism
2-52 HBITHNOHBTY/ AT—LFTE  Convincing Technology and
R Behavioral Change
Week 3 3-16 Command-Line f 2 —2Jxz—2X Command-Line Interface
(Various 3-20 Graphical User 1 2 —2J 1z —2X Graphical User Interface
Interfaces)  3-21 WIMP WIMP
3-22 RAVT AV TTIRAR Pointing Devices
3-24 4R Windows
3-25 AZa— Menu
3-27 =% Icons
3-32 THLAUD LU R Trend of Design
3-34 Virtual Reality (VR): R #8IRE Virtual Reality (VR)
3-37 Augmented Reality (AR): #i3RIZE Augmented Reality (AR)
3-42 R4 T—R Pen Interface
3-43 CIRFY—AURTT—R Gesture Interface
3-44 F—INLbyTA22T—R Tabletop Interface
3-45 ORy k22712 —R Robot Interface
3-46 Brain-Computer 4 >4 7z —2X Brain-Computer Interface
3-47 BREZBA V27 —R Natural Language Interface
3-48 BUTDTNA VB TT—R Tangible Interface
3-49 WMEBMA 2T —R Physical Interface




Ishihara et al. Research and Practice in Technology Enhanced Learning (2026) 21:39 Page 21 of 24

Appendix 2: Prompts for GPT-40 in the ranking stage

Prompt in English

(reference translation)

Common part ®HHAFIEEETHY . TEFEDEXD You are a teacher and a professional
P2, BEDERENRICTERLTWLS  who assesses “whether any part of a
BAANHEMN] EHETSHTATH  student description refers to previous
% _ course contents.”

l&l'FGM’FXIZ’)\L\'C\ BEABICER  forthe following descriptions, if there

LTLBEDAHHZE. MK 3 D0 4 any mentions of course contents,

BRENBEOEED D EHAE L, output up to three header IDs of the

ERLTVSBAANLIMEA. T-1 & gurse contents.

HAat &, BRAGEALGNI L,

Condition Prompt in Japanese (original)

If there is no mention, output “-”. Do

not output any ex |anati0n.
A1 112,13 putany exp

i 721 - Output example:1_1,1 2,1 3
9 Output example: -

{student_descriptions} .
[descriptions]

(CGEIE) {student_descriptions}
{*}
[Course contents]
{*}
Supplemental  [RFERNZE] [Course contents]
information: {page_titles} {page_titles}
NO
Supplemental  [ZERNZA] [Course contents]
information: {body_text} {body_text}
YES

Abbreviations
GPT-40: Generative Pre-trained Transformer 4 omni; LLM: Large Language Model; N/A: Not Applicable; NLP: Natural
Language Processing; PDF: Portable Document Format; RAG: Retrieval-Augment Generation; SD: Standard Deviation.
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