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 Abstract 

Many modern learning systems rely on a data representation of the knowledge that 
is to be learned to estimate a learner’s mastery state and recommend appropriate 
learning tasks to further improve their acquisition of knowledge and skills. In 
particular, the rapid development of intelligent tutoring systems (ITS) and 
standardized curricula has increased the need for information on knowledge 
structures and their links to learning materials and tasks. However, manually 
labeling educational data has traditionally been a time-consuming, labor-intensive 
task, and thus has limited its use by time-constrained teachers and practitioners. In 
previous research, a range of machine-learning methods have been proposed to 
address this problem, with only a few of them focusing on Japanese educational 
datasets from secondary schools. In this paper, to support the labeling of Japanese 
mathematics exercises by teachers and other domain experts, we apply natural 
language processing techniques including word-embedding and key-phrase-based 
exercise-to-exercise similarity methods. We evaluated the proposed method by 
both the performance of the models when compared to several state-of-the-art 
methods, and also its effectiveness in supporting humans in the task of labeling 
educational materials. Through this two-phase evaluation, we found that the 
proposed method outperformed other methods, and when implemented in a 
human-in-the-loop system it achieved significantly more accuracy and consumed 
less time for the task of labeling mathematics exercises. 

Keywords: Knowledge labeling, Key-phrase, Nature language processing, Knowledge 
components, Human-in-the-loop 

 

Introduction 

Smart learning systems are increasingly being used in many facets of education, and in 

particular systems that monitor and estimate learning progress, and recommend learning 

materials and exercises are often based on a model representing the knowledge components 
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of a domain. Knowledge tracing in Intelligent Tutoring System (ITS) (Piech et al., 2015; 

Vie & Kashima, 2019) and personalized recommendation (Hou et al., 2018) are examples 

of such an environment that is widely being used to support students and promote their 

learning performance. These systems rely on learning materials and exercises having 

accurate labels of the knowledge components which has traditionally been performed by 

domain experts based on their knowledge and experience. However, this task is complex 

and time-consuming. 

Standardized curriculum has also recently been gaining attention, and many governments 

and organizations are adopting new policies that define broad-ranging curricula that consist 

of competencies and knowledge components, such as: Common Core State Standards in 

the USA (National Governors Association, 2010; Porter et al., 2015), the Australian 

Curriculum (Lingard, 2018), and the Code of Study in Japan (Nakayasu, 2016). As the use 

of standardized curricula becomes more digitized, teachers and education practitioners who 

create their own learning materials are increasingly being required to incorporate and adapt 

resources to these systems. Along with the digitization of the resources, a domain expert is 

required to assess what parts of the materials address or contain knowledge for specific 

parts of the curriculum (Churchill, 2007). As a specialized sub-domain of fundamental 

education, Mathematics has a long history of knowledge model construction that is relevant 

in both the teaching and studying of mathematics and is a subject that often features in 

smart learning environments (Carrillo-Yañez et al., 2018). In many schools, learning 

materials are still manually labeled to integrate instructor-created content into standardized 

curricula and smart learning environments. However, the manual labeling of these 

materials takes instructors time and effort, and it can often be a barrier inhibiting the uptake 

of smart learning environments as shown in the problem overview illustrated in Figure 1. 

This problem has drawn the attention of researchers to the task of automatically 

identifying the knowledge required to solve exercises and then linking it with appropriate 

knowledge components in mathematics which is a core subject in fundamental education 

 

Fig. 1 The bottleneck of knowledge labeling in smart learning systems and the burden it places 
on domain experts 
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(Shen et al., 2021). Usually, this task is approached as a multinomial classification problem 

(Shen et al., 2021), where the contents of the exercise are analyzed and used to predict the 

most relevant knowledge component label that is assigned to an exercise. Previous research 

has included supervised learning methods (Hage & Aimeru, 2006; Pardos & Dadu, 2017), 

unsupervised learning methods (Desmarais, 2012), and deep learning methods (Huang & 

Li, 2021; Shen et al., 2021). However, these existing methods mainly focus on the 

automatic labeling of knowledge components in exercises that have been written in English 

and often require large datasets for training that might not be available or applicable in 

localized school environments. In addition, few previous research studies have tackled the 

problem of labeling exercises written in Japanese, and as such there is little work to draw 

on when investigating reliable linguistic features that may improve the effectiveness of 

exercise labeling. 

Toward these challenges, in this paper, we propose a new model combining a word 

embedding and key-phrase-based exercise-to-exercise similarity method in an ensemble 

model. Word embedding models have been shown to be effective in numerous natural 

language processing tasks including semantic representation of text (Mikolov et al., 2013). 

In previous research, key-phrase extraction has been shown to be effective in identifying 

key concepts in learning materials (Chau et al., 2021; Contractor et al. 2015), and the 

relation of key-phrases has also been examined in the automatic construction of knowledge 

graphs (Wong et al., 2012). The proposed model’s effectiveness was then evaluated and 

the accuracy was compared to methods from previous research that utilized a range of 

different machine learning methods for automatic labeling of knowledge components in 

exercises. We also propose that this method of classification could be implemented in a 

human-in-the-loop system in which our method is used to recommend labels to domain 

experts in an effort to increase accuracy and reduce time on task. The present study 

provides insights for researchers who wish to develop knowledge-based learning systems 

that can adaptively handle new user-generated mathematics exercises by addressing the 

following research questions: 

RQ1: Can the proposed word-embedding and key-phrase-based exercise-to-exercise 

similarity model effectively label mathematics exercises in Japanese when 

compared to previously proposed methods? 

RQ2: Can the use of the proposed model reduce the time burden of domain experts when 

implemented in a human-in-the-loop system for labeling mathematics exercises in 

Japanese? 

RQ3: Can the use of the proposed model increase the accuracy of label mathematics 

exercises in Japanese when implemented in a human-in-the-loop system? 
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Related work 

Categorizing and labeling exercises 

An important task and area of ongoing focus in smart learning systems is the effective 

management and grouping of exercises and learning materials provided by the system. 

There is numerous previous research that relies on the results of this task, such as: 

knowledge tracing (Piech et al., 2015; Vie & Kashima, 2019) and personalized 

recommendation (Hou et al., 2018; Lin et al., 2021). Traditionally the task of labeling and 

managing exercises has been accomplished by manual work and highly relies on the 

knowledge and experience of domain experts. As learning system development continues, 

there is an increased demand and volume of educational resources, and it becomes 

necessary to find an automated method for matching exercises with appropriate knowledge 

components. Each knowledge component usually represents a specific metaknowledge in 

a domain. Generally, similar exercises serve the same educational purpose and should be 

identified by the same knowledge components (Del Solato & Du Boulay, 1995). Matching 

exercises with knowledge components is a similar task to labeling educational contents 

with knowledge components, except in the case of mathematics there is usually less textual 

information to utilize. Some previous research matched exercises with the knowledge 

components of textbooks. Matayoshi and Lechuga (2020) used natural language processing 

and machine learning methods to match exercises in an ITS system with textbook content 

from a specific topic. Contractor et al. (2015) utilize external data resources to increase the 

representation of terms to improve the accuracy of the labeling task. 

Some work directly organized exercises by finding similarities between them and then 

labeling the knowledge components that were found in similar exercises. One supervised 

machine learning method that is often used to perform this task is the vector space model 

(VSM). VSM is the model that represents the contents of exercises as a vector and often 

uses the TF-IDF weight scheme along with methods to calculate the similarity between 

exercises by text distance methods (Tsinakos & Kazanidis, 2012). In other research, 

Karlovčec et al. (2012) utilized the support vector machine (SVM) for labeling high 

dimension data with a large number of knowledge components. Unsupervised learning 

methods have also been proposed by Desmarais (2012) with applied the Non-negative 

Matrix Factorization (NMF) based on a Q-matrix to the task and showed promised 

performance, with the resulting factorization also being interpretable in terms of a Q-matrix. 

Meng et al. (2016) utilized the LDA method to extract and understand the semantic 

information of educational contexts. Deep learning methods have also been proposed, with 

Liu et al. (2018) utilizing multiple features, such as: texts, images, and KCs to extract 

further semantic information from the training data. Shen et al. (2021) applied a task-

adaptive BERT model to reduce problems that were encountered due to the lack of labeled 
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exercises. Tong et al. (2020) proposed a method based on a knowledge-aware multimodal 

network, which explored the knowledge hierarchical information to increase the model’s 

accuracy. 

A problem often in the high-accuracy methods mentioned above (Liu et al. 2018; Shen 

et al., 2021; Tong et al., 2020) is that they require a large amount of data to fully train the 

model and also have less interpretability. In this research, we investigate a method focused 

on being able to achieve high accuracy while also being flexible with respect to the size of 

data available. An ensemble model is proposed that combines both word-embedding and 

key-phrase-based exercise-to-exercise similarity methods. We anticipate that the proposed 

method will also be effective not only for automated labeling but also in supporting a 

human-in-the-loop-based method of the exercise labeling task. Previous research into the 

task of labeling exercises has mainly focused on the algorithms of models, and few research 

has investigated the effectiveness of assisting time-constrained domain experts, such as 

teachers who could introduce new exercise contents to the learning system. In this research, 

to evaluate the effectiveness of the proposed method, we developed a knowledge 

management system that includes a human-in-the-loop to check and that can also update 

the model classification results. 

Key-phrase extraction 

Key-phrases are words or phrases that represent the main topics or ideas in a text 

(Papagiannopoulou & Tsoumakas, 2020). They can be extracted from a collection of text 

documents using various techniques, and Siddiqi and Sharan (2015) suggested that there 

are four major methods for key-phrase extraction: Rule-based linguistic approaches which 

detect the key-phrases by rules and usually require specific domain knowledge and expert 

experience for lexical analysis; Statistical approaches based on the frequency within a 

corpus to filter keywords; Machine learning which usually employ supervised learning 

methods to automatically detect the key-phrases and required a large of expert labeling data 

to assure high accuracy; Domain-specific approaches that rely on a knowledge-based or 

domain knowledge like ontology graphs. 

Knowledge components of learning material can be recognized and revealed by a specific 

key-phrase, and the method is often used to increase the accuracy of models for a number 

of educational technology tasks. Chau et al. (2021) proposed a machine learning method 

by using an experts’ proposed POS tagger to annotate key-phrases in educational textbooks. 

Alzaidy et al. (2019) used a deep learning approach based on the Bi-LSTM-CRF model to 

extract key-phrases from scholarly documents, and it was shown to outperform previous 

machine learning models. Contractor et al. (2015) extracted key-phrases from learning 

materials by POS tagger and annotated them according by using external data from the 

DBPedia spotlight service. Also extracting the relationship of key-phrases has been used 
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to construct knowledge graphs in previous research (Wong et al., 2012). The construction 

of educational knowledge graphs can also support other tasks, such as: automatic 

recommendation and knowledge tracing (Nakagawa et al., 2019; Tong et al., 2020). As 

with categorizing and labeling exercises, most high accuracy methods require large 

datasets and often rely on existing methods that have been developed for more general 

purposes. In this research, we focus on a specific area of mathematics exercises that are 

well-formed. As such, we reference domain knowledge in the form of key-phrases that 

have been collected from educational textbook indexes as it is more suitable for domain-

based tasks. We also examine the use of the relation of key-phrases by using the linguistic 

features of mathematics exercises. 

Human-in-the-loop 

While machine learning models are dominant in many tasks, such as: computer vision, and 

natural language processing, there are still situations in which systems can benefit from the 

integration of models and humans within the pipeline, such as: training more accurate 

reinforcement learning models through human feedback, and verifying if a decisions made 

by a model is ethical or not before actions are taken (Wu et al., 2022). Recent research has 

proposed a human-in-the-loop approach to ensure that possible errors aren’t left unchecked 

and to reduce the potential harm that could be caused by incorrect classification. Human-

in-the-loop refers to the integration of human decision-making and machine learning 

algorithms to achieve better results than either could achieve alone. Within the field of 

education technology, human-in-the-loop is applied to improve the decision-making 

process of systems to provide better transparency, avoid bias and possible errors, and 

ensure that educators remain the central decision-makers for instruction and choose how 

systems are implemented into their work (Ninaus & Sailer, 2022). Human-in-the-loop is 

also used in learning analytics and educational data mining to improve the accuracy of 

predictions and recommendations by allowing human feedback to be included in the 

training and implementation process (Bhutoria, 2022). In essence, a human-in-the-loop 

system could possibly improve the performance of a model by confirming the automatic 

predictions with human experience and knowledge while keeping the burden of the task to 

a minimum (Wu et al., 2022). Usually, the complex task of labeling data is repeated for 

each new dataset and requires a large amount of manual work (Wu et al., 2022), however, 

a human-in-the-loop approach has the potential to reduce the time taken and improve 

accuracy. 

Classification models are often constructed from data that has been tagged and labeled 

by human experts based on their experiences and rely highly on the quality of training 

datasets. However, this can also create potential problems when there is a gap between the 

distribution of training datasets and the data that is encountered in real-world tasks (Bengio 
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et al., 2020). Due to the gap between real-world tasks and training datasets, Liu et al. (2019) 

proposed to introduce a human-in-the-loop approach where the model first generates pre-

labeled data, then this is checked and modified accordingly by the human. The main 

purpose is to reduce the human labor burden of the task while improving the model 

performance through the continuous collection of data. 

As we have found that few previous research into the labeling of exercises has 

investigated a human-in-the-loop approach, we aim to investigate if it can reduce the 

amount of time required for the task by a human, and also if the method can help improve 

the overall accuracy. 

Method 

In this research, we examine how to reduce the burden placed on domain experts in the 

task of labeling mathematics exercises by proposing a classification model to recommend 

candidate labels. Figure 2 shows an overview of the scenario in which the proposed method 

is implemented: a knowledge portal system has been developed and is used by domain 

experts to manage the labeling of exercises. The proposed automatic labeling model 

provides a list of recommended labels, and the domain expert is a human-in-the-loop who 

can either select a recommended knowledge component label or search to find a more 

appropriate label in the system. We anticipate that the proposed method will not only 

increase the accuracy of the labeling of knowledge components in exercises, but also 

reduce the time taken by domain experts in carrying out this complex and important task. 

Data collection and preprocessing 

The method proposed in this paper was implemented as a part of the LEAF learning 

platform (Flanagan & Ogata, 2018), where mathematics exercises are uploaded to 

BookRoll the digital learning material reader as PDF files. The PDF files have been 

 

Fig. 2 An overview of the proposed human-in-the-loop learning material and exercise labeling 
system 
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provided directly from textbook publishers and can be displayed and answered directly 

within the BookRoll system using the built-in quiz feature. However, there may be artifacts 

such as mathematic formulas or functions that are difficult to extract as they can be 

represented as vector images or utilize special-purpose fonts when compared with purpose-

built ePUB or HTML files (Matayoshi & Lechuga, 2020). The text information in Japanese 

was extracted using the Pdf2text (jalan, 2021) Python library, and then segmentation was 

performed with the Nagisa (taishi-i, 2020) Python library to extract individual words, a 

process that is required as there are no word boundaries in the Japanese language (Kitagawa 

& Komachi, 2018). Additional preprocessing was also performed to remove stop words 

and noise, such as: those from incomplete formulas, numbers, and functions. We conducted 

the experiment on 830 Japanese mathematics exercises collected from exercises and 

textbooks used in junior high school. The datasets contained four main topics: geometry, 

function, statistics and probability, and 13 detailed knowledge components had been 

identified by domain experts. 

Proposed model 

In this paper, we propose an ensemble method combining both word-embedding and key-

phrase-based exercise-to-exercise similarity methods. Modern word-embedding was 

popularized for many tasks in natural language processing with the publication of  

Mikolov et al.’s (2013) research into Word2Vec which allowed the representation of words 

or sentences as dense vectors. In this research, we utilize the FastText method (Joulin et 

al., 2016) to transform the exercises into a vector space for understanding the semantic 

meaning of exercises. Moreover, the key-phrase-based exercise-to-exercise similarity can 

help to indicate the key knowledge components of each exercise. The overall structure of 

our model is shown in Figure 3. The whole process can be simplified as a task that involves 

inputting the exercise text and outputting the most relevant knowledge components. For 

each of the models, the output is the vector of the probability of a knowledge component 

being contained in each exercise. We combine both the word embedding and key-phrase-

based exercise-to-exercise similarity model results as the input feature for the final  

WE-KE ensemble model. The details of these methods will be introduced in the following 

sections. 

 

Fig. 3 The overview of the proposed word embedding and key-phrase-based exercise-to-
exercise similarity ensemble model for exercise labeling 
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Word embedding method 

To transform the words of the exercises into word embeddings we utilized the FastText 

method (Joulin et al., 2016). In this research, we used the publicly available multilingual 

pre-trained FastText word embeddings consisting of 300-dimensional representations of 

Japanese words trained on a large corpus. A tool is also provided to reduce the 

dimensionality of the embeddings, however, research has shown that higher-dimensional 

word embeddings can capture more nuanced semantic information compared to lower-

dimensional embeddings, so we decided to use the original pre-trained word embeddings 

(Umer et al., 2023). As each word is represented as a 300-dimension vector, we used the 

average of all the word vectors for representing the whole exercise sentences. An XGBoost 

model was trained on the 300-dimension vector representation of the exercises and output 

the probability for each knowledge label. 

Key-phrase-based exercise-to-exercise similarity method 

During data preprocessing, words are extracted from the Japanese mathematics exercise 

sentences, and the role that each word has in the sentence is tagged with appropriate parts 

of speech. Often in this process, compound words are divided into individual components 

and may lose their overall semantic context. While preprocessing Japanese junior high 

school mathematics exercise text, we found that important words relating to key knowledge 

concepts might be segmented, such as “因数分解” (factorization) as shown in Figure 4 

reveals that it is a question about factorization. However, this compound word is segmented 

into “因数” (factor) and “分解” (decomposition), therefore partially losing semantic 

context. To overcome this problem, we compiled a list key-phrase of key mathematics 

concepts from the indexes of textbooks and supplementary learning material. This was then 

used to detect the key-phrases contained in each exercise and determine whether it had 

specific math concepts. As for the example question, the key-phrase list is [‘2元 2次式

(binary quadratic)’, ‘因数分解’(factorization)]. 

The method proposed by Wu et al. (2012) for extracting the relationship between key-

phrase was also examined in the proposed key-phrase model. We extracted the relationship 

of knowledge concepts by utilizing basic Japanese linguistic rules. The Japanese word ‘の’ 

(‘no’) often plays the role of possessor and modifier, and could possibly provide insight 

 

Fig. 4 The math exercises about factorization in the junior high school math 
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Table 1 Examples of linguistic pattern rules 

Pattern  Example 

_の_ (_‘no’_) 多項式の次数 (Degree of polynomial) 

_と_の_ (_‘to’_‘no’_) 乗法と除法の混じった計算 (Calculation with a mixture of product and 

division) 

_の_と_ (_‘no’_‘to’_) 多項式の加法と減法 (Adding and subtracting polynomials) 

_を_ (_‘wo’_) 同類項をまとめ (Summarize similar terms) 

 

 

further detail into the knowledge contained, such as “整数の加法”(integer addition) which 

shows that the exercise is about the addition of integers. The Japanese word ‘を’ (‘wo’) 

usually is used to mark the object of the sentence, which often shows the purpose of 

exercises such as “式を計算” (calculation of a function). The Japanese word ‘と’ (‘to’) is 

a cumulative coordinating conjunctive that is similar in meaning to ‘and’ in English and is 

used to connect to similar items together. Examples of the linguistic pattern rules used to 

identify relations of key-phrases are shown in Table 1. 

We assume that if exercises contain the same knowledge components, then they should 

have similar key-phrases and key-phrase relations. Based on this assumption, we calculate 

the similarity score between exercises as follows: 

 

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐸1, 𝐸2)

=
𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠(𝐸1) ∩ 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠(𝐸2) + 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠ℎ𝑖𝑝(𝐸1) ∩ 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠ℎ𝑖𝑝(𝐸2)

𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠(𝐸1) ∪ 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠(𝐸2) + 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠ℎ𝑖𝑝(𝐸1) ∪ 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠ℎ𝑖𝑝(𝐸2)
 

 

The 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠(𝑥)  function represents the set of key concepts for exercise 𝑥  and 

𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠ℎ𝑖𝑝(𝑥) function represents the set of key concepts relationship for exercise 𝑥. 

We calculate the average of similarity scores between exercises in the test set and a batch 

of exercises belonging to certain knowledge components in the training set and store the 

final results into a matrix. 

Ensemble model 

The ensemble model proposed in this research is constructed from the results of a word 

embedding-based method to capture the semantic meaning of exercises from text, and a 

key-phrase-based exercise-to-exercise similarity method that targets the key topics of 

exercises in the form of keywords. It is hypothesized that similar exercises will contain 

similar semantic meanings and key concepts. An overview of the proposed ensemble model 

is shown in Figure 5 and was designed based on the simply weighted average method 

proposed by Zhou (2012). 
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It is an extension of the simple voting ensemble method and applies fixed weights to each 

of the models in the ensemble depending on the importance the model has in determining 

the correct final result. Similar methods have also been found to be effective in the labeling 

of natural language data into discrete classes by taking advantage of known key 

characteristics (Flanagan & Hirokawa, 2018). First, the word embedding model and key-

phrase-based exercise-to-exercise similarity model are trained from the training dataset, 

with each model outputting a vector of the prediction for each class. In the case of the word 

embedding model, softmax is applied to the XGBoost output, and this results in a vector 

of the predicted probability for each target KC. The key-phrase-based exercise-to-exercise 

similarity model calculates the similarity between the input test data and the training dataset 

for which the KC labels are known, and results in a vector of the normalized similarity of 

the test data with each group of training data that has the same KC label. The model output 

vectors are then concatenated to form the input for the XGBoost model at the final stage of 

the ensemble model. 

Experiment 

The XGBoost model was used for the classification by word embedding-based methods 

and the final state of the ensemble method. We also evaluated the following methods as 

baselines for classifying question text that have been proposed in previous research to 

measure the compare the effectiveness of the proposed methods: 

 Vector space model (VSM) (Tsinakos & Kazanidis, 2012) transformed exercises into 

a vector space and compared the cosine similarity between them. 

 Support vector machine (SVM) (Karlovčec et al., 2012) has shown good results when 

classifying high dimensional input features and is suitable for the classification of 

exercises with dense concepts. 

 

Fig. 5 An overview of the ensemble method process 
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 XGBoost (Chunamari et al., 2022) is a scalable machine learning model that is built 

on the tree-boosting method and has been shown to have high performance in many 

kinds of classification problems. 

 Neural network (NN) (Patikorn et al., 2019) is a classic machine learning model and 

has shown promising performance in the classification of exercises. 

Evaluation 

Although the model applied in this section provides some indicators to evaluate model 

performance, it does not provide any accuracy indicator. Therefore, we applied a range of 

metrics, following the concept of prediction accuracy proposed by Huang and Fang (2013) 

to design indicators to evaluate prediction performance. In particular, we measure the 

model performance with the macro F1-score which is the unweighted F1 mean across all 

target classes, and Accuracy. The equations for measurement are shown below, where  

TP = true positive, FP = false positive, P = positive, TN = true negative, and N = negative 

when comparing the gold standard class with test data predictions by the model as 

described by Japkowicz and Shah (2011). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑃
 

 

𝐹1 =  2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑃 + 𝑁
 

 

The performance of each model was evaluated using 5-fold cross-validation to ensure 

generalizability. The dataset was split at the KC level for cross-validation, in which the 

exercises of each KC were split into 5 distinct groups, and the training and testing data 

would therefore contain the same number of KCs.  

Results 

The experiment results are shown in Table 2. According to the results, the proposed model 

achieved a macro F1-score of 0.7897 and an accuracy of 0.7957 for the labeling of 

knowledge components in exercises, which outperformed the other baseline methods from 

previous research. Other top performing models that should be mentioned are XGBoost  
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Table 2 Results of the evaluation of the proposed model compared with models from previous 
research 

Evaluation 
Model 

VSM XGBoost SVM NN WE-KE 

Macro F1-score 0.5559 0.7137 0.6964 0.7127 0.7897 
Accuracy 0.5579 0.7287 0.7073 0.7287 0.7957 

 

with a macro F1-score of 0.7137 and accuracy of 0.7287, and NN with a macro F1-score 

of 0.7127 and accuracy of 0.7287. 

In summary, our model outperforms other models across a range of junior high school 

Japanese mathematics exercises contained in the datasets. The results show that the 

ensemble model effectively combines both semantic meaning that is represented by word 

embedding and key-phrase and relations to achieve effective labeling of knowledge 

components. In the next section, we will examine the effectiveness of the individual 

components of the proposed method in an ablation study. 

Ablation study 

In order to understand the importance of different parts of the proposed model that 

contribute to the performance, we conducted an ablation study that evaluates the individual 

parts and their impact on the model (Tian et al., 2021). The proposed model consists of two 

main feature sets: word embedding features, and key-phrase-based exercise-to-exercise 

similarity features. The results of the evaluation of the individual feature sets are shown in 

Table 3 along with the proposed model that combines both feature sets. All of the parts that 

were evaluated were constructed using the same XGBoost model and hyper-parameters so 

no other variables could affect the outcome. The results show that the individual feature 

sets on their own have promising results, with macro F1-score and accuracy equivalent to 

that of other high-performing models that were evaluated. However, combining these 

features in an ensemble model provides superior results. Word embedding-based methods 

often excel at representing semantic information and key-phrase-based exercise-to-

exercise similarity can identify labels by domain keywords. 

Assisting human domain experts 

To evaluate the effectiveness of the proposed label classification model, we designed and 

conducted an experiment to examine if the proposed method can improve the speed and 

 

Table 3 Results of the ablation study 

Evaluation 
Model 

WE KE WE-KE 

Macro F1-score 0.7137 0.7350 0.7897 
Accuracy 0.7287 0.7195 0.7957 
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Table 4 The accuracy of top k 

Top k 
Recommendations 

Model Accuracy 

VSM XGBoost SVM NN WE-KE 

k = 1 0.5579 0.7287 0.7073 0.7287 0.7957 
k = 2 0.6829 0.8445 0.8445 0.8994 0.8994 
k = 3 0.7378 0.9146 0.9132 0.9421 0.9543 

 

 

accuracy of human domain experts in the labeling task. While the proposed model provides 

relatively high accuracy in classifying the knowledge contained, we also evaluated the 

accuracy of the model in relation to top k classifications to see if it could provide greater 

accuracy. This design also allows the domain experts to participate as a human-in-the-loop 

and decide the appropriate label from a short list of candidate labels. For this evaluation, a 

classification from the proposed model was recorded as correct if a correct label was 

classified within the top k label classifications from the prediction model. The results of 

the top k accuracy are shown in Table 4, and it can be seen that the proposed WE-KE model 

has high accuracy over different top k’s. 

While increasing the number of k classifications would most likely result in higher 

accuracy and increase in the perceived autonomy through choice by the human domain 

expert, it could also potentially increase their cognitive load in the labeling task (Schneider 

et al., 2018). This informed the design of the label assignment interface of the knowledge 

management system, and it was decided that three labels would be shown to the human 

domain expert to allow choice from recommendations with higher accuracy, which is 

anticipated will result in the labeling task taking less time. The interface of the label 

assignment user interface of the knowledge management system is shown in Figure 6, with 

the user being presented with a list of quiz titles that can be clicked on to verify the contents 

of the quiz, a list of three knowledge component labels as recommended by the system, 

 

Fig. 6 A screenshot of the label assignment UI in the Knowledge Management System 

Title Recommended Label Label Input

Label Assignment
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and a searchable label input field on the right. The user can select a recommended label by 

clicking directly on the label and this will be assigned to the label input field. When 

participants were using the system without the model classification treatment, the 

recommended label interface was still shown, except the labels shown were static for all of 

the items, and therefore the interface features between different conditions do not differ. 

Experiment design 

To verify the effectiveness of the proposed model in the human-in-the-loop system, we 

designed an experiment and recruited participants who were Ph.D. or master’s degree 

students from a top national university and who had good self-reported mathematics ability. 

As these participants were required to be suitable for the task of labeling mathematics 

exercises in the role of a domain expert, each participant was given the same tutorial to 

explain the functions of the system, and to ensure that all of the participants understood the 

task, and a preliminary test was given to check their ability to identify the meaning of 

sample quiz exercises and the knowledge components that are contained. This resulted in 

10 candidates who were suitable to participate in the experiment. To evaluate the 

effectiveness of the proposed classification model in providing recommendations for the 

task of labeling mathematics exercises, we employed a crossover design as proposed by 

Laska et al. (1983). This experimental design involves subjecting two groups to two 

treatments in different sequences, such as: treatment A followed by treatment B for group 

one, and treatment B followed by treatment A for group two. One treatment followed by 

another treatment can be influenced by the carryover effect, where the first treatment 

impacts the results of the second treatment, so it is important to confirm and measure the 

size of the effect across different sequences of treatments. 

An overview of the crossover experiment design is shown in Figure 7, with the first step 

consisting of randomly assigning the participants to two different experiment groups that 

would undergo different sequences of the two treatments over two periods. Due to the 

limited participant sample size, we adopted a balanced group design where equal numbers 

of participants were assigned to each group, as it has been reported in previous research to 

be generally robust for repeated-measures analysis (Keselman et al., 1996; Oberfeld & 

Franke, 2013; Sullivan et al., 2016). In each period, the labeling accuracy and time taken 

were measured so that differences in the effectiveness of the treatments could be compared. 

In treatment A the participants labeled the knowledge component contained in a quiz 

without the assistance of the label recommendation based on the proposed model. In 

treatment B the knowledge management system provided three label recommendations for 

each item that was labeled as part of the task. The participants were given a user perception 

questionnaire after the first period of the experiment for the qualitative evaluation of the 

knowledge management system. We randomly selected 50 exercises from the dataset for 
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the labeling task, where 25 items were labeled by the participants in each period of the 

experiment. 

The accuracy of the labels assigned by participants and the time taken to perform the task 

were recorded by the knowledge management system for each period. The descriptive 

statistics of these variables are shown in Table 5, contrasting the treatment of, A) unassisted 

labeling in which the system did not provide any recommended labels, and B) assisted 

labeling in which the system provided recommended labels from the proposed model. 

Regardless of the sequence in which the treatments were applied, for treatment B the 

accuracy increases, and the time taken decreases when compared to treatment A. A plot of 

the descriptive statistics is shown in Figure 8, where it can be seen that the change in 

accuracy and time is less pronounced in the AB sequence of treatments when compared to 

the BA sequence. The crossover design of the experiment can introduce possible carryover 

effects which will be examined in the latter of this section to see if they have a significant 

impact on the results. 

The correlation between the accuracy and time measurements taken for different periods 

in the experiment are shown in Table 6. While there are some weak positive and negative 

correlations between the two treatments of time and accuracy, it should be noted that none 

 

 

Table 5 Descriptive statistics of labeling accuracy for treatments A and B over the different sequences 
of the crossover experiment 

Treatment Sequence 
Labeling Accuracy Time Taken (s) 

Mean SD Mean SD 

A: Unassisted labeling 
 

AB (n = 5) 0.728 0.034 784 135 

BA (n = 5) 0.744 0.051 831 238 

B: Assisted labeling 
 

AB (n = 5) 0.813 0.041 722 207 

BA (n = 5) 0.869 0.016 594 159 

 

Fig. 7 Crossover experimental design consisting of two sequence groups 

Participants (n = 10)

Sequence A→B (n = 5)

A: Unassisted labeling

Sequence B→A (n = 5)

B: Assisted labeling

B: Assisted labeling A: Unassisted labeling

Period 1

Period 2

Randomly assigned to two sequence groups

Labeling accuracy
Time take

Labeling accuracy
Time take

User Perception Questionnaire
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Table 6 Correlation between the variables of time and accuracy in the period (A) where no treatment 
was applied, and period (B) where the label recommendation treatment was applied 

 Time (A) Time (B) Accuracy (A) Accuracy (B) 

Time (A)      
Time (B) 0. 48896803    
Accuracy (A) -0. 3751799 -0.3332943   
Accuracy (B) 0. 04167775 -0.5120429 0.24544877  
 

 

of these correlations were revealed to be significant (p > 0.05). We conducted repeated 

measures analysis of variance (ANOVA) to examine the differences in the accuracy and 

time taken to in the labeling task undertaken by participants. 

Results of assisting human domain experts 

Levene’s test revealed homogeneity of variance among the labeling accuracy of the two 

groups (F = 0.339; p = 0.567 > 0.05). As indicated in Table 7, the repeated-measures 

ANOVA revealed significant intertreatment differences (F = 44.351; p < 0.001 < 0.05) in 

accuracy scores, indicating that the label recommendation model is effective in increasing 

accuracy. Also, it was revealed that there were no significant intergroup differences  

(F = 1.551, p = 0.248 > 0.05), indicating that the carryover effect from the sequence of the  

 

 

Table 7 Results of repeated-measures ANOVA: labeling accuracy 

Cases Sum of Squares DF Mean Square F p η² 

Accuracy 0.055 1 0.055 44. 351 < 0. 001 0.637 

Accuracy ✻ Sequence 0.002 1 0.002 1. 551 0. 248 0.022 

 

Fig. 8 Descriptive plots of the differences in treatments and the effect of the sequence in 
which they were applied 
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Table 8 Results of repeated-measures ANOVA: time taken for labeling 

Cases Sum of Squares DF Mean Square F p η² 

Time 112350. 050 1 112350. 050 7.426 0.026 0.153 

Time ✻ Sequence 37932. 050 1 37932. 050 2.507 0.152 0.052 

 

 

treatment is minimal. It should also be noted that the performance from the human-in-the-

loop method yielded higher accuracy in the labeling task then just the individual parts of 

the method, namely: only human labeling accuracy, and only model labeling accuracy. 

Levene’s test revealed homogeneity of variance among the time taken for labeling of the 

two groups (F = 0.004; p = 0.948 > 0.05). As indicated in Table 8, the repeated-measures 

ANOVA revealed significant intertreatment differences (F = 7.426; p = 0.026 < 0.05) in 

time taken for labeling, indicating that the label recommendation model is effective in 

reducing the amount of time taken to assign labels. Also, it was revealed that there were no 

significant intergroup differences (F = 2.507, p = 0.152 > 0.05), indicating that the 

carryover effect from the sequence of the treatment is minimal. 

User perception of knowledge label recommendation 

In the previous section, it was shown quantitively that the system can effectively support 

accurate labeling of knowledge, however, it is also important to conduct a qualitative 

evaluation of the effectiveness of the knowledge management system. A questionnaire was 

given to the participants after the first period of the experiment to assess if there was a 

perceived difference in the assistance from the system while conducting the knowledge 

labeling task. The questionnaire was designed based on the design proposed by Hwang et 

al. (2011), and consisted of six questions in total on a 10-point Likert scale: one question 

on the participant’s confidence of their performance in assigning labels, and five questions 

on the perceived satisfaction with the knowledge management system. To measure the 

overall reliability of the questionnaire, we calculated Cronbach’s alpha and it was found to 

be of excellent internal consistency (6 items; α = 0.90). Table 9 shows the descriptive 

statistics of the questionnaire items. The t-test results show for question item 1 that 

participants did not perceive any significant difference in their confidence in their 

performance in the labeling task whether they were being assisted by the system or not. 

Question items 2 through to 6 show that the participants were overall significantly satisfied 

with the assistance provided by the knowledge management system. The results of this 

perception questionnaire confirm that the proposed system and label classification model 

is effective in supporting human-in-the-loop domain experts in assigning appropriate labels 

to describe knowledge components in quiz exercises. 
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Table 9 Participant perception questionnaire results 

Question item Treatment Mean P-value 

1. How confident you are about your classification 
results? 

A 7.0 
0.63 

B 6.4 

2. The rank option in the selection box is helpful for 
classification? 

A 1.4 
0.00 

B 8.4 

3. I am satisfied with the rank option in the selection box 
result? 

A 2.2 
0.00 

B 7.6 

4. The rank option in the selection box can help me to 
find the right knowledge component? 

A 2.2 
0.00 

B 8.2 

5. If given the chance, I am willing to re-use the system 
to classify the quizzes? 

A 3.6 
0.00 

B 8.6 

6. Generally speaking, I am satisfied with the current 
system? 

A 3.6 
0.00 

B 8.2 

 

Discussion and conclusion 

In this research, we proposed an ensemble model that consisted of a word embedding and 

key-phrase-based exercise-to-exercise similarity method. The following sections discuss 

the results presented in this paper in relation to the research questions and echoing related 

studies. 

Can the proposed word-embedding and key-phrase-based exercise-to-exercise 

similarity model effectively label mathematics exercises in Japanese when 

compared to previously proposed methods? (RQ1) 

The first research question concerns with the performance of the proposed model when 

compared to previous research. It was assumed that the word embedding based method 

could provide a semantic representation of the exercises through the analysis of dense word 

vectors. The key-phrase-based exercise-to-exercise similarity method and the use of 

information about the relation of key-phrases could provide insight into the key topics of 

each exercise. We performed an experiment to compare the proposed model that combines 

these two methods in an ensemble with state-of-the-art baseline models from previous 

research. The evaluation results show that the proposed method outperforms other baseline 

models for both Macro F1-score and Accuracy metrics. An ablation study was conducted 

to understand the importance of different parts of the proposed model, and how they 

contribute to the overall performance of the ensemble model. It was found that the 

individual components’ performance was inferior to that of the ensemble model. Similar 

results have also been obtained in previous work where ensembles of models were 

combined to realize increased model prediction performance (Flanagan & Hirokawa, 2018). 

Although the present research shows effective performance for the labeling knowledge 

components in Japanese mathematics exercises, there are several challenges and limitations 

that still need to be examined. First, parsing a PDF file of a mathematics exercise results 
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in the loss of information that might otherwise be retained in other formats, such as: HTML, 

XML, or LaTeX. The mathematical functions and special characters can be well 

represented in these formats, however, conversion to and from PDF format may result in 

the loss of such information due to loose representation restrictions. Especially for 

mathematics exercises, the math characters and functions could potentially be useful 

information for understanding the meaning of exercises (Patikorn et al., 2019). Therefore, 

the extraction and utilization of this information remains an important topic for future 

research. Second, graphics and plots are often integral parts of exercises in the topic of 

geometry in a mathematics course and could provide crucial information about the 

knowledge components contained in the exercises (Liu et al., 2018). However, the method 

proposed in this research does not utilize this information and therefore may cause lower 

labeling accuracy for geometry exercises. Moreover, the overfitting problem as described 

by Patikorn et al. (2019) also needs to be considered, as exercises are usually generated 

from a common set of templates, and there are a large number of near-identical problems. 

The model may only identify some specific words or structures, but not truly understand 

the meaning of exercises or the knowledge components contained. Additionally, the 

proposed model has been designed to address the labeling task as a multiclassification 

problem where one specific knowledge component is assigned to an exercise. However, it 

is possible that one exercise could contain several knowledge components, as is often the 

case in real-world mathematics exercises. Therefore, methods for labeling all of the 

possible knowledge components contained in exercises should be addressed in future 

research. 

Can the use of the proposed model reduce the time burden of domain experts 

(RQ2) and increase accuracy (RQ3) when implemented in a human-in-the-loop 

system for labeling mathematics exercises in Japanese? 

The second and third research questions concern how effective the implementation of the 

proposed model in a human-in-the-loop system was in reducing the time burden of domain 

experts and increasing the accuracy of labeling mathematics exercises respectively. A 

crossover design experiment was conducted with 10 domain expert participants split into 

two groups. One group was tasked with labeling exercises firstly unassisted, and then with 

assistance from the system, and the other group was given the treatment in the reverse order. 

Repeated measures ANOVA analysis showed that there was no significant difference 

between the results of the experiment due to carryover effects that can be present when 

using a crossover design. It was found that there was a significant improvement in both the 

time taken and the accuracy of the labels assigned by participants when assisted by the 

proposed model in the human-in-the-loop system. 
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While it was shown to be effective in both increasing accuracy and reducing time taken, 

we did not test the retraining and model based on the feedback from domain experts during 

the experiment. It is possible that the proposed model could improve in accuracy by 

utilizing the information provided by humans using the system and requires further 

investigation. Furthermore, the human-in-the-loop experiment involved 10 participants, 

which may have a negative impact on the reliability of the results due to possible variances 

in the participants. There are two main factors that would influence the result in this study 

and could provide an explanation for the difference between the results of the different 

treatment sequences: firstly, the participants within each of the groups, and secondly, carry-

over due to the order in which the treatment was administered (Johnson, 2010). To 

minimize the possible difference between the group’s abilities and ensure fitness, we 

performed a preliminary test to assess if the candidate possessed the required skills. For the 

order of treatment, it could be possible that the difference between these two numbers is 

due to carry-over effects, however, the carry-over effects between the groups based on 

sequence were found to be insignificant as reported for intergroup differences in Accuracy 

and Time in the results section. In particular, the sequence in question A->B first starts 

with unassisted labeling (treatment A), after which assisted labeling (treatment B) is 

conducted. Therefore, it is plausible that a participant might get more proficient at a task 

as repetitions increase. Further research could address these issues by extending the period 

of the experiment and the number of participants to help verify the results reported, 

however, it is beyond the scope of this current research. 

In conclusion, we proposed an ensemble method for the automatic labeling of knowledge 

components contained in Japanese junior high school mathematics exercises. It consists of 

word-embedding for the representation of the semantic meaning of texts and a key-phrase-

based exercise-to-exercise similarity extraction model to identify domain knowledge and 

can be easily interpretable. An experiment was conducted to compare the accuracy of the 

proposed model with other state-of-the-art models from previous research and it was shown 

to outperform. We developed a knowledge portal management system and implemented 

the proposed method in a simple interface to recommend three candidate knowledge 

component labels to domain experts in a human-in-the-loop design of the labeling task. It 

was shown that the accuracy of the human-in-the-loop method proposed in this research 

significantly outperformed both human-only labeling and model-only labeling, while 

significantly reducing the amount of time taken on the task. 
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